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Abstract  The generic reaction set (GRS) model offers a convenient framework for studying photochemical
smog production. Its highly condensed seven equations are deduced from the principal reactions that produce
photachemical smog {such as photolysis of reactive organic species, oxidation of NO to NOg, photolysis of NOs,
ete.), and have been validated with CSIRO outdoor smog chamber data. The performance of the model has been
found comparable to more detailed photochemical mechanisms such as the CBM-TV.

This paper expands the GRS model to include spatial advection and diffusion in the airshed. Via an appropriate
numerical scheme, this extended dynamic model is transformed into the state space form, from which filtering
and prediction can be performed using the Kalman algorithm. The model is implemented on a simple grid of
seven stations in the Sydney monitoring network. One-step ahead forecasts are derived for observed as well
as unobserved locations. Comparison with observed data indicate that the model performs reascnably well; in

particular, it traces the ozone episodes accurately.

1 Introduction

Photochemical smog production.is a complex process
involving the reaction of reactive organic compounds
{ROC), nitrogen oxides (NO.) and sun light. In ur-
ban regions, under suitable meteorological conditions,
these photochemical reactions can generate czone con-
centrations which exceed public health standards. It
is therefore essential for air quality management pur-
poses to be able to predict the levels of ozone and
other air pollutants ahesad of time and at locations
where there are no measurements.

Different kinetic mechanisms for photochemical
smog have been proposed, some of which such as the
CBM-TV of the UAM with 78 reactants and 170 reac-
tions are very detailed. These models are commonly
difficult to implement and require extensive comput-
ing rescurces. In contrast, the GRS model developed
at the CSIRO Division of Coal & Energy Technology,
Australia, is highly condensed and proves adequate as
a practical means for the validation of airshed models
which incorporate the GRS mechanism (Azzi, John-
son and Cope {1992), Hess ef al. (1992)). It is de-
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duced from the principal reactions that produce pho-
tochemical smog, and has been validated with CSIRO
outdoor smog chamber data using a range of hydrocar-
bon mixtures and different ROC: N, ratios (see Hess
et al. {1892) for a description of the CSIRO outdoor
smog chambers). It has been found that GRS gives
comparable or better performance than other photo-
chemical mechanisms for conditions specified at the
CSIRO outdoor smog chambers. In particular, the
performance of GRS for the ROC:NO; ratios char-
acteristic of large Australian cities (population of 1-4
million) has been found to be far superior to that of
CBM-IV,which appears to exhibit a systematic un-
derprediction of the rate of smog formation for ra-
tios of ROC:NO, < 8ppm/ppmC (Cope and Ischtwan
{1995)).

In this paper, we expand the GRS model to in-
clude spatial advection and diffusion in the airshed.
Our purpose is to provide a dynamic space-time model
which accommodates the main elements of air chem-
istry, advection, diffusion and emissions. It must be
simple enough to be implemented on a personal com-
puter, vet is capable of providing forecasts of poliution



concenirations over time and at uncbserved locations
comparable to those derived from more sophisticated
models, such as the TAM.

The rext section will recapture the elements of the
GRS model. Section 3 will introduce advection and
diffusion into the model via the established K the-
ory. By using an appropriate numerical scheme, the
extended model is transformed into the state space
form, which then can be implemented via the Kalman
filker. This is described in Section 4. For a demon-
stration, the mode! is implemented in Section 5 on
a simple grid of 7 stations in the Sydney monitoring
network. One-step ahead forecasts are derived and
compared with observed values to evaluate the perfor-
mance of the model. Some conclusions are then drawn
in Section 8.

2 The GRS mechanism

The GRS mechanism has the following reactions

ROC + hv ~+ RP + ROC;, RP+NO = NO;
NOs + hv = NO + Oj: NO+0O = NO,
BEFP 4+ NOy = S5GN,; RFP+ RP - RP
RBP4+ N0y = SNGN,
where ROC = reactive organic compound (NMHC
and oxygenated products); RP = radical poot (lumped
radical species); SGN = stable gaseous nitrogen prod-
uct; SNGN = stable non-gaseous nitrogen product.
The reaction rates for the above seven reactions are
given by
£ = £ [ROCY,
R3 = k3 ENOZ]'n
Hs = ks{RP][RP],
R}' = kT{RPH.NOQ},
It follows that, in the differential equation form,
d[RP] :

& = R[BOCIHY) -k [RP) (5} [N O] ()

Ry = B[RPI[NO),
By = k[N O][Os],
Rg = ks [RP){NO,],

ko [RP] (8) = 2 [RP) (1) [NO:] (1) . (1)
Once [NOJ(t),[NO;] (¢) and [ROC](¢) are known,
Eq. (1) can be solved for [RP] (t) using an efficient al-
gorithm such as Milne’s prediction-correction scheme.
In order to determine {ROC](t), we adopt the ap-
proach proposed by Johnson (1983) in his integrated
empirical rate (IER) model, where [ROC] is computed
from the equation

(VOT(0) = [NO]{8) + [03] (t) — [04) (0) =
0.0087[ROCT (¢} + | kag{T (8}dt, ()

by

to = initial time of emissions and the air parcel, g (T)
is the temperature function defined above, with T now
varying with time. Put

M =10:], P =[N0O], P =[NC]. G

Then, in view of the above analysis, the GRS model
(in the differential equation form) is reduced to

de)

— = kac® @) — ke (1) 1), (4)
d;(:] = kgt (8) - k™ (1) 1 (1)

—ks [RP] () * (2}, (5)
d‘j:) = k[RPI(&) ™ (@) + k™ (1) D (1) (8)

ko) (2) — ks [RP} () ) (¢) = ks [RP] (£) ¢ (),
where [RP] (t) is given by {1).

3 The extended GRS model

Under the assumptions of incompressible fow,
isotropic horizontal turbulent diffusion and that
molecuiar diffusion: is negligibie relative to turbulent
diffusion, the K theory implies that the equations for
conservation of mass in turbulent flows take the form
Hetid Belih gelth . 8l &2t8 3 52l

& +us o +u % +w = +Ky R

dz Tzt
a Bc(i) (1 2 i i}
+5‘; (KV d= )"‘1",‘ (Cl ),C(“),C(S})-I-S( ) {Iuyl Z,t)"{md{ 1

(7

i=1,2,3, where c'¥ is defined above, u, v, w are the

T,y z-components of wind speed, Ky is the horizon-

tal diffusion coefficient, Ky is the vertical diffusion

coefficient, r; is the chemical reaction rate, s is the

emission inventory and d(*) is the deposition rate.
Eq. (7) can be written in a general form as

Je
s +Le=Ff (8
with the basic components:
% A4 Le=0, {advection & diffusion) ]
dc . .
e [ (chemistry, source and sink). {10}

The system (10) consists of Eqs. (4} - (6). Define the
operator L by

; dcli act?) Aeld) 2l
Lot = _ - -
¢ Yz dy Yz +Ha dz?
8 g At
AT = 1,2,3.
4 dy? 8z ( Vs )’ k 3
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Then, in conjunction with (1) -(6), the extended GRS
model of this paper is

det) () (3) (2 4y o)

S = LU+ Eac® (8) — kyc® ()M (1), (1)
dct®) a 4 2 (1

pralii Le® e kact® () = kac™ (1) ¢ ()

—ko [RP)(£) P (1) + s + dB3), (12)

dC{3) ) a

— = LD 4 ke [RPI{E) o9 (1) + ko (1) 61 (8)

I

ke (2) — ke [RP)(2) ¥ (1)
—kr [RP)(2) ¢ (1) + s +d®, (13)

4 The state-space form

Transforming an advection-diffusion equation into the
state-space form was considered in Bankoff and Hanze-
vack (1975), Fronza et al. (1979), Hernandez et ol
(1991). Following Fronza et al. (1979}, we may con-
gider an irregular grid for numerical approximations.
The grid points on the z,y and z-axes are then de-
noted by

r =+ Az, =121,
Ymat = U + A, m=1,2,, M,
Zpal = 2n + Dz, n=12,.,N;

in particular, ground level and mixing layer height cor-
respond to n = 1 and n = N respectively. The values
n=0and n = N - 1 represent fictitious layers. In
the discrete form, c{z,y, 2,¢} is denoted by ¢ mn (1),
where we have dropped the superscript ¢ (for species
i) for simplicity of notation as it is not nesded until
the final form for the entire system is considered. The
beoundary condition is then satisfled by setting

OHzg = Az, OSzn_y = Azpn,

KO = Kl)
where & = Ky in Eq.(¥},

Eni = Ky, {14}

Clmo (8} = cma {8), cmntr(B) = Cmn ().

We also set
AI{) = Axl,
&sa = L1,

Cﬂ_m,n (f‘) - Ci.m‘n (t) 2
i () = cn (6),

Am.l:—l — AI‘L;
Atar—1 = DY,
CL+1,m,n {t) = cLomn {t),

crarra (8 = cana (8)

For a discrete approximation to {7}, we may consider
forward time difference to approximate time deriva-
tives, second-order centered finite difference to inte-
grate the advection and horizontal diffusion terms and
the Crank-Nicholson method to integrate the vertical
diffusion term. Defining the dimensioniess coefficients:

N _ u;‘mmAt 3 _ U:‘m'n.ﬁi
b = A+ Bzt T Aym o+ AYmir
_ W m,n DL
Hmon A.Zn + tlzn.H !
&= CpriAt . Kt

! AIH.]_ Ait ! ™ Aym+1 Aym1

KAt Ko 4t
&

= e Ty 2 o
28z bz, " 20z 1 Az,

a direct extension of the scheme given in Hernandez
et al. (1991) to cover the case of inrregular grid yields

— M 1€, m n+1 (t+ 1)+

(14 7ner + ) Ctoman (4 1) = Fnclm.a—t (t+1) =
(E -2 — 2%m — Tpe1 — Gn) Ci,m.n (t)

($1 = 2t mon) Clrimon (E)
(& + a[,m.n) Cl—i,m,n {t)

(m — ﬁl.m,n) Ci,m+i,n (t)

+ (¥ + Bimn) CQm—1.n (t)

(Tns1 = Yom,n) Climon+l {t)

{On + 'Yr,m.n} Clom,n-—1 ()

[Fromn (8) + Stmon (8} + dim,n (£)] &

+oh o=+ o+

]

(13)
Eq. (15) can be put in a vector form by defining
clt) = vec{cman (1o n, met oo A el N
We then get (15} being equivalent o
De(t+1)=Ec(t) + F, (16)

where D is a matrix of N x N blocks, each block being
a zero matrix or 2 diagonal matrix of size LM x LM, E
is a matrix obtained from the right hand side of (15},
and

F=vec((Timn (8) + stmn (1) F dima (8)) &8,
I=1,.,L, m=1,. M n=1L.,N
We :nainly consider N = 2. Then, it can be derived
that
” 1+ ma) I —arel
T =8 (14807 |

I being the identity matrix of size LM x LAL Being
decomposed into biocks of zero or diagonal matrices,

D
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the inverse of D always exists and is easy to compute.
Eq. (18} will then be written as

c(t+1)=Aclt) + B, {17

where
A=D"E B=D"'F

We can now introduce a noise term into the state
equation {17) and an observation equation. The model
is then in the state-space form:

{ c{t+1)=Ac(t)+ B +e{t),

y(t)=Helt) +ult), (18)

where y (£} is the vector of concentrations observed at
the sites, H is a matrix whose elements are either 0 or
1, the value 1 corresponding to a grid point coinciding
with a site,

E(s(t} s’(t+k))={ g(z), ::8
E(u{t) u’(t+k})={ Ef(t)’ Z;gj

The covariance matrix @ () of the state equation
is taken to have the form

Qu () =Ble(t)e; (0) = 2Ky (ary),  (19)

where r;; is the distance between site ¢ and site 7 on
the grid, and K is the modified Bessel function of the
second kind, order 1. The form (19) is deduced from
the atmospheric diffusion equation of the K theory
(Anh et al. (1997)). Nonlinear least squares fitting
to the cumulative semivariogram of monthly averaged
ozone data at 18 monitoring stations of the Sydney re-
gion yields that @ = 0.148 for the period under study
(January 1994). The form (19) seems adequate in rep-
resenting the spatial variability of a homogeneous and
isotropic concentration field (Anh et ol (1997)).

The covariance matrix R(t} of the observation
equation is set at the values

Ry (6) = { iz (20)

to reflect moderate random errors in the measure-
ments.

System (18} is derived for a species ¢, The com-
plete system for ¢}, ¢ and /¥ can now be written
in the form (18) with

o= {C(z) o[ (31]

J ]

£ =g, & sa]T,

B - {Bl Bg Bg]T,

= [uy uy ug}T,
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14.1 ] 0 Hl 0 0
A= 0 g 0 , H= ] Hy 0 1
0 0 4 0 G Hj

T denoting the transpose of & matrix. Since there is
no change in the notation, we shall continue to use
{18) to denote this complete system.

The Kalman algorithm for filtering and prediction
of system {18} is

c{tlt) = cltit—1)
G () - He(tlt—1)),
cl(t+1lt) = Aclili)+ B,
Gty = P(i-1)HF
X(Hp(tjzw-l)ff'-m(t))“,
Ptlt) = (-G H}P(tft—-1),
P+1)t) = APRIA +Q(t+ 1)

where ¢ (t]t) is the estimation of ¢(#) based cn the
new data y {2}, ¢(¢+ 1|2} is the prediction of ¢ (£ + 1)
made at time &, G {¢) is the Kalman gain, which gives
a correction to the previous forscast c (¢t — 1), and
P(t{t ~ 1} is the covariance matrix of the prediction
error, which is recursively computed through the last
two equations of the algorithm (see Brockwell and
Davis, 1991, for example, for the derivation of this
algorithm).

Remark 1 The systern (18) for the three species
e and ¥ is much more comnpler then those
considered in Bankoff end Henzewac (1975), Fromza
et al. (1979), and Hernandez et al. {1991). In these
latter studies, the state-space form was cbtained for
a single species, while our system (18} aliows for re-
active relationships between the three species of (3}
These relationships connect and describe the reactive
dynamics of the individuel equetions of the system. The
Kalman algorithm also offers a convenient framework
for experimenting and seeing the influence of differ-
ent effects on the generation of ¢'Y, ™ and ). For
ezample, under suitable conditions such as colm days
with strong sunlight, the chemistry pert (mainly the
malriz B in (18}} will be dominant in the algorithm.
On the other hand, under other meteorclogical con-
ditions such as days with strong wind, cdvection and
diffusion transport will take effect while the chemical
reaction rates become close to zero yielding the term
B insignificant in the algerithm {epart from some ad-
Justments for emissions and deposition rates).



5 Experimental results

We consider two examples of the Sydney monitoring
network:

(i} The grid consisting of six stations: St Marys,
Blacktown, Westmead, Lidcombe, Liverpool and
Bringelly;

{(#) The grid consisting of seven stations: St
Marys, Blacktown, Westmead, Lidcombe, Liverpool,
Bringelly and Campbelliown;

The location of these stations in the Sydney net-
work (of 18 monitoring stations) is given in Figure 1.
The domain under consideration is urban. We shall
use the values measured on 8 January 1994 as a test
case, which is characterised by moderate concentra-
tions of ozone in south-west Sydney. We shall consider
only two levels: ground level and the mixing height
level (maximum 2000m above ground level). Hence
for example (i), which is considered as a rectangular
grid with L = 3, M = 2,N = 2. The values of the
wind feld used in this study are the observed values
at the above locations.

The diffusivity coefficients are computed as

Kg(l,m,n)=0216w.h, (21)

KV (l,m,n} = }{H (l,m,n) 1 (22)

where w. is the convective velocity scale and b is the
mixing height. The constant 0.216 of (21) and the esti-
mates of w. are obtained from the CSIRO Lagrangian
atmospheric dispersion model (LADM), which is an
air pollution dispersion model simulating the trans-
port and diffusion of emissions of pollutants from dis-
crete sources. It has a prognostic windfield component
and a Lagrangian particle dispersion component (see
Physick et al, 1994). The mixing height h is esti-
mated using the diagnostic equations as reported in
Diuc and Lashmar (1996}, For the period under study,
the neutral and stable conditions prevailed at night
time according to the windspeed classification, while
an unstable condition was observed during the day.

Due to lack of reliable data on emissicns and depo-
sition rates, we follow Fronza et el {1979) in heuris-
tically correcting these values through an o posieri-
ori pollutant mass balance, which is effected from a
comparison between filtered and previously predicted
overall mass of pollutants at ground level.

The fitering and prediction of Oz, NO, NCU; and
RP is carried out in an iterative fashicn:

{a) The values of [O31(t),[VO]{#) and [NO:2](#)
obtained from the Kalman filter for systemn (18) are
used in (2) to get [ROC] () . These estimates are then
included in (1) and the equation is scived for [/LP]{¢).
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(b) The solution [RP](t) of (1) is used in (18}
to obsain the next estimates of [O3] (¢}, VO] (¢} and
[NO2){t) from the Kalman filter. Go to Step (a).

The algorithm is applied to grid (i}, and one-step
ahead forecasts azre derived for each station. As a typ-
ical example, the predicted and cbserved ozone values
at Bringelly are presented in Figure 2. The exercise is
repeated for grid (ii), where Campbelltown is added
to grid (i); but in this exercise, we assumed that there
were no measurements at Campbelltown. The Kalman
predictor was then activated based on information at
the other six sites of the grid and produced one-step
ahead forecasts for Campbelltown. The forecasts for
Campbelitown are displayed in Figure 3.

6 Conclusions

This paper expands the GRS photochemical model
into a dynamic space-time model which accommo-
dates the main elements of air chemistry, advection,
diffusion and emissions. This extended model is then
put into the state-space form using appropriate stable
numerical schemes which allow for irregular grids, a
common feature of monitoring netwerks. The covari-
anee structure of the noise term of the state equation
reflects the spatial variability of the Sydney airshed
established in a previous study. Another important
contribution of the paper is the modelling of the reac-
tive dynamics of three key species (O3, NO, NO2) of
photochemical smog within a state-space framework.
Tt should be noted that previous state-space models
concentrated on a single species, hence were not con-
cerned with reactive relationships between the species,
which is a key aspect of photochemical smog produc-
tion. Dnue to its reasonably compact size and the fast
Kalman algorithm, the model offers a needed tool for
experimentation and scenaric analyses, particularly
for investigating the effect of different meteorological
conditions on the generation of O3, NO, NOy. Numer-
ical results on a grid of seven stations indicate that the
performance of the model is quite creditable in terms
of producing ozone forecasts for an unobserved loca-
tion, which is a difficult but important task of airshed
modeiling. Work is being undertaken tc evaluate the
model on a more extensive grid of the Sydney region.
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Figure 3. Predicted and observed ozone at Campbeiltown
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